**NAT Feature Test Cases list (FT\_IT)**

**Feature Overview:**

NAT allows an organization with non-globally routable addresses to connect to the Internet by translating those addresses into globally routable address space.

NAT is configured at the exit device in a domain. When a packet exits the domain, NAT translates the locally significant source address into a globally unique address. When a packet enters the domain, NAT translates the globally unique destination address into a local address.

**NAT Use Case (From Microsoft XBOX NAT Requirements) :**

In an effort to make Xbox gaming consoles available as a cloud service, the Xbox team is considering hosting thousands of custom Xbox servers within Azure datacenters. These consoles will provide public endpoints for user to access. However, due to the large number of such consoles, Azure cannot provide a public IP for every Xbox console. Therefore, a NAT solution is required to save the public IPs while providing access to those consoles from public.

**Feature Testing:**

**Functionality:**

1. Verify static NAT establishes a one-to-one mapping between the inside local address and an inside global address.
2. Verify dynamic NAT establishes a mapping between an inside local address and an inside global address dynamically selected from a pool of global addresses.
3. Verify dynamic NAPT (PAT) functionality with ACL binding to NAT Pool, that allow only a specific set of hosts to get translated with IP protocol type as TCP.
4. Verify dynamic NAPT (PAT) functionality with ACL binding to NAT Pool, that allow only a specific set of hosts to get translated with IP protocol type as UDP.
5. Verify dynamic NAPT (PAT) functionality without ACL binding to NAT Pool, that allow all set of hosts to get translated with IP protocol type as TCP.
6. Verify dynamic NAPT (PAT) functionality without ACL binding to NAT Pool, that allow all set of hosts to get translated with IP protocol type as UDP.
7. Verify static NAPT (PAT) functionality for TCP and UDP traffic with separate static NAPT entries configured for each protocol type.
8. Verify that dynamic NAPT entry timeout for TCP traffic with default & non-default timeout value, when no active traffic forwards for that NAT entry.
9. Verify that dynamic NAPT entry timeout for UDP traffic with default & non-default timeout value, when no active traffic forwards for that NAT entry.
10. Verify that dynamic NAPT entry doesn’t time out and there is no traffic disruption when traffic is actively forwarding for a duration that is longer than the configured time out.
11. Verify that static NAT entries are not timed out when there is no active traffic forwarding, and the get deleted only when explicitly removed.
12. Verify that no traffic disruption occurs when a dynamic NAPT entry is converted to a static entry if static NAPT entry is created for it.
13. (i) Verify the static NAT & NAPT functionality works fine after config reload.

(ii) Verify the dynamic NAT & NAPT functionality works fine after config reload.

1. (i) Verify the static NAT & NAPT functionality works fine after removing and re-apply the configuration.

(ii) Verify the dynamic NAT & NAPT functionality works fine after removing and re-apply the configuration.

1. Verify dynamic NAT functionality with ACL binding to NAT Pool with multiple NAT Pools.
2. Verify dynamic NAPT (PAT) functionality with ACL binding to NAT Pool with multiple NAT Pools.
3. Validate the ACL modifications are gracefully handled when modification are done after ACL-NAT pool binding, and while corresponding active NAT traffic is forwarding.
4. Validate static & dynamic NAT functionality after restarting (stop & start) the NAT Docker service.
5. Validate static & dynamic NAPT functionality after restarting (stop & start) the NAT Docker service.
6. Verify the dynamic NAPT functionality after removing and reapplying the ACL-NAT Pool binding.
7. Verify the dynamic NAPT functionality by first configuring the NAT Pool, have some NAT entries learning, then configure ACL and bind it to NATP Pool and check the new NAT learning.
8. Verify the static NAT & NAPT functionality by first configuring the static NAT entry and then configure the Routing interfaces.
9. Verify the dynamic NAT & NAPT functionality by first configuring the NAT Pool and then configure the Routing interfaces.
10. Verify dynamic NAPT functionality after changing the inside host ipv4 addresses from one physical port to another port.
11. Verify dynamic NAPT functionality after changing the inside routing interface from a physical port to a vlan routing interface (on the same physical port).
12. Verify dynamic NAPT functionality after changing the inside routing interface from a physical port to a Port-Channel routing interface.
13. Verify dynamic NAPT functionality after changing the inside routing interface from a Port-Channel routing interface to a vlan routing interface (on the same Port-Channel interface).
14. Verify the dynamic NAPT functionality after removing and reapplying the global ipv4 address on the outside interface.
15. Verify the dynamic NAPT functionality after removing the global ipv4 address (related to NAT Pool -1) on the outside interface and configure a new IPv4 global ipv4 address (related to NAT Pool-2).
16. Verify the miss configuration of global ipv4 address on the outside interface is gracefully handled and dynamic NAPT works fine after correcting the ipv4 address as per NAT Pool.
17. Verify the miss configuration of zone is gracefully handled and dynamic NAPT works fine after correcting the zone configurations on inside and outside interfaces.

Note -

1. Both Vlan based and Port based routing interfaces are covered across the test cases
2. Zone/realm configuration is implicit in all test cases.

**Platform Specific:**

1. Verify Static NAT functionality on all supported platform switching silicons.
2. Verify Dynamic NAT functionality on all supported platform switching silicons.

**Warm Boot:**

1. Verify the Static NAT functionality works fine during and after Warm boot with active traffic forwarding (expecting 0% loss). Verify that all NAT entries are retained post warm boot.
2. Verify the Dynamic NAT functionality works fine during and after Warm boot with active traffic forwarding (expecting 0% loss). Verify that all NAT entries are retained post warm boot.
3. Verify the Static NAPT functionality works fine during and after Warm boot with active traffic forwarding (expecting 0% loss). Verify that all NAT entries are retained post warm boot.
4. Verify the Dynamic NAPT functionality works fine during and after Warm boot with active traffic forwarding (expecting 0% loss). Verify that all NAT entries are retained post warm boot.
5. Verify that new NAT translation entries are getting installed into Hardware and traffic is forwarded successfully after warm-boot.

**Cold Boot:**

1. Verify the static and dynamic NAT functionality works fine after cold boot. Verify that all NAT entries are retained post cold boot.
2. Verify the static and dynamic NAPT functionality works fine after cold boot.

Note - We will cover this cold boot scenario in some of the above functional test cases.

**Manageability:**

1. Verify the CLI commands of the feature are working fine.
2. Verify other supported manageability of the device ( JSON, REST API etc.)

**Serviceability:**

1. Verify that logging for NAT can be enabled at al supported levels and log messages are getting generated in corresponding scenarios.
2. Verify all debug commands related to NAT are working as expected.
3. Verify all different counters in NAT stats table (per global level and zone level) are getting updated properly in all valid scenarios.
4. Verify the NAT stats table entries can be cleared and updated per global level and zone level.
5. Verify all different fields in NAT translation table (per global level and zone level) are getting updated properly in all valid scenarios.
6. Verify the NAT translation table entries are cleared successfully and updated again if active traffic is forwarding.
7. Verify scaling beyond table limits (per max pool) and ensure the 'Table full' condition is handled gracefully and reported.
8. Verify the error handling case in case of invalid time-out value, invalid IP address pool, invalid port numbers pool.

**Functional Interaction:**

1. Validate NAT functionality works on Port-channel interface configured as Port based routing interface.
2. Validate NAT functionality works on Port-channel interface configured as Vlan based routing interface.
3. Validate the NAT functionality by first configuring ACL on Port-channel, ACL-NAT Pool binding and then add port members to that Port-channel.
4. Verify the dynamic NAPT functionality on Port-channel, after removing the present member ports and add new member ports.
5. Verify ACL permit and deny rule working on an interface configured with inside ( port connected to host inside the network) network for NAT ( for NAT related traffic and traffic not related to NAT )
6. Verify ACL permit and deny rule working on an interface configured with outside ( port connected to external network) network for NAT ( for NAT related traffic and traffic not related to NAT ).
7. Validate traceroute functionality (with NAT) from inside local address (host) to outside global address and vice-versa.
8. Validate Ping functionality (with NAT) from inside local address (host) to outside global address and vice-versa.

**Stress:**

1. Verify the shutdown and no shutdown of the gateway interface used at the border for network address translation -- repeatedly and verify that the NAT functionality works fine after those iterations. Also, verify that the DUT is stable. Also, verify that there are no memory leaks.
2. Have the dynamic NAT entry time-out to lowest possible value and then create a scenario there is frequent learn / unlearn ; config / unconfig of NAT entries over some duration of the time. In this case, verify that the DUT is stable, no memory leaks, no unwanted logs.
3. With dynamic NAT enabled, send line rate traffic corresponding to dynamic NAT learning. Verify that NAT learning pkts going to CPU are put into the right CPU queue. Verify that CPU rate limiting comes into picture w.r.to NAT learning and there should not be any memory leaks and DUT is stable.
4. Verify that there are no memory leaks when NAT feature is configured and active for 12 hours.
5. Verify that there are no memory leaks when NAT feature is configured and unconfigured repeatedly for 10 iterations with traffic forwarding.
6. Make the CPU busy with continuous ping / SNMP root node walk / line rate mcast / bcast storm. Now, send NAT related traffic and verify that NAT learning is successful.
7. Verify the DUT stability and NAT learning rate when user tried to learn the max supported NAT entries in a single burst at line rate. - This test needs to be executed on all supported platforms.

**Negative Test:**

1. Verify that same interface can not be used for inside network and outside network in NAT.
2. In case of static NAT, if there is an overlap of address range, verify that DUT handles that gracefully.
3. In case of dynamic NAT, if there is an overlap of address range, verify that DUT handles that gracefully.
4. Verify that the pool deletion command is thrown error if the pool is already in use by at least one L3 interface.

**Scaling:**

1. Validate max number of concurrent NAT session (in dynamic NAT) supported on the DUT.
2. Validate max number of NAT pools supported on DUT.
3. Verify the max number of static NAT session supported on the DUT.
4. Verify that timed-out entries are creating space for new NAT entries and again limited to maximum entries.

**Performance:**

1. Verify the HW installation time for max no. of NAT translated flows.
2. Verify the traffic throughput for max no. of NAT translated flows.

**Traceability Matrix (Feature Requirement vs Test case ID mapping):**

Note - New requirements may get added after QA review comments on design spec are addressed.

|  |  |  |
| --- | --- | --- |
| **Req.no.** | **Req. description** | **Test Case ID** |
| 1.1.1 | Provide ability to create/delete Static Basic NAT entries (one-to-one IP address translation) mapping from public IP address to an internal host's IP address. | 1 |
| 1.1.2 | Provide ability to create/delete static NAPT (PAT) entries that map an L4 port on the Router's public IP address to an internal host's IP address + L4 port. | 7 |
| 1.1.3 | Provide ability to do dynamic NAT from internal host IP addresses to the available range of public IP addresses. | 2 |
| 1.1.4 | PAT entries are configurable per IP protocol type. Allowed IP protocols are TCP and UDP. | 3-9  (All test cases covers either TCP/UDP) |
| 1.1.5 | Configure NAT pool that specifies the range of IP addresses and range of L4 ports to do dynamic network address translation to. | 2-4 |
| 1.1.6 | More than 1 NAT pool can be created limited to a maximum number of 16 pools. |  |
| 1.1.7 | Access lists are used to define the set of hosts that are subjected to dynamic NAT/NAPT, by binding ACL and NAT pool together. | 3,4  (Most of the tests covers the ACL-Pool binding) |
| 1.1.8 | ACL and NAT pool binding is applicable on the L3 ports defined by the ACL TABLE entry. | 3,4  (Most of the tests covers the ACL-Pool binding) |
| 1.1.9 | NAT pool binding with no associated ACL, allows all hosts to be subjected to dynamic NAT/NAPT. | 5,6 |
| 1.1.10 | The L3 ports on which the NAT ACL is applied are in a different NAT zone compared to the port on which the NAT Pool IP address is based on. | ~~51~~ 66 |
| 1.1.11 | For the NAT/NAPT entries created statically or dynamically, bi-directional NAT translations can be performed. | All tests covers the bi cirectional traffic. |
| 1.1.12 | Provide configurable age timeout interval for the inactive UDP NAT entries (in seconds). Default is 300 secs. Range is from 120 sec to 500 secs. | 9 |
| 1.1.13 | Provide configurable age timeout interval for the inactive TCP NAT entries (in seconds). Default is 86400 secs. Range is 300 sec to 432000 secs. | 8 |
| 1.1.14 | Provide configuration of outside zones/realms on L3 interfaces. | Will be covered in CLI testing and al test cases implicitly uses this configuration |
| 1.1.15 | Provide support for translation statistics per zone and per NAT flow. | ~~33-36~~  45-48 |
| 1.1.16 | Dynamic and static NAT/NAPT entries should persist across warm reboot with no traffic disruption to the active flows. | ~~22-26~~  34-38 |
| 1.1.17 | Support NAT configuration from JSON file. | ~~30~~  42 |
| 1.1.18 | Support NAT configuration via incremental CLI. | ~~29~~  41 |
| 1.1.19 | Ability to clear the NAT translation table entries. | ~~35-36~~  47-48 |
| 1.1.20 | Ability to clear the NAT translation statistics. | ~~33-34~~  45-46 |
| 1.1.21 | Dynamic NAPT entry is timed out if it is inactive in the hardware for more than the configurable age timeout period. | 8-10 |
| 1.1.22 | Static NAT/NAPT entries are not timed out. They have to be unconfigured explicitly. | 11 |
| 1.1.23 | If Static NAPT entry is same as the dynamic NAPT entry, entry is retained as Static NAPT entry. | 12 |
| 1.1.24 | Ability to enable the logging at different severity levels of the NAT module. | ~~31~~  43 |
| 1.1.25 | Ability to stop and start the NAT docker service. | 18, 19 |
| 1.1.26 | The SNAT or DNAT miss packets are rate limited to CPU @ 600pps. | ~~47~~  61 |
| 1.1.27 | The NAT miss packets are processed from a higher priority CPU COS Queue than the Broadcast/Unknown Multicast packets. | ~~47~~  61 |
| 1.1.28 | The hardware NAT table full condition is handled by the OrchAgent gracefully. | ~~37~~ 49, ~~55-57~~  70-73 |
| 1.1.29 | ICMP packets are translated via NAT or NAPT rules in the Linux kernel. | ~~43, 44~~  57, 58 |
| 1.1.30 | Should be able to ping from internal host to an outside host via NAPT. | ~~44~~ 58 |
| 1.1.31 | Should be able to traceroute from internal host to an outside host via NAPT. | ~~43~~ 57 |

**Test Topology**

DUT-1 is the device running NAT feature

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAl4AAABZCAYAAADvuyoXAAAP3klEQVR4Ae3df2hV9R/H8XexEmtWkxZtFkn+wn6A5YggCFvgCJapWIkYzX5gYdhcUaFZiCiGkv9MLFSUNfoJs2wgiGJ/REio+YchWn/0R26uyfpjA5H+8Mvr8+VzvHc798fuPffes3OfH5j33HM+55zPeXzmh/c+533vueHatWvXjIIAAggggAACCCBQcoEbS34GToAAAggggAACCCDgBGpwGCvw+uuv259//jl2A2sQiIHAzJkzbc+ePTFoCU2otABjVaV7gPNnE2CsCtch8ApxUdB1/PjxkC2sQqDyAk899VTlG0ELYiHAWBWLbqARGQQYq8JharZu3WonT55M27pt2zabPXu2HTp0yP0MDQ1ZW1ubLVq0KKi3a9cuu/fee9PWBRsTsEDqWwI6McGXcPnyZbvzzjsTfIVcWr4CjFX5SlGvEgL9/f120003JWK8Wrp06RjCnp4e0zXu37/fxVIzZsywjo4Oa2hosJ9++sm6u7tNMdTatWttwYIFbv+aZcuWWUtLi7W3t9vq1att7ty51tjYaArIDh8+bJs3b7YpU6bY7t27bdq0aTZ//nzzJ3/66afHNIIVCCBQeoH//vuv9CfhDAgggEAEAkkZrzZs2OA0mpqaggkrBV2KmTo7O03bL168aBs3brS9e/e69W+++aYNDw+bZv/8H0k1mtlSqa+vd0GXAquRkRF3AFWura1123UQrVfRbJeiPAoCCCCAAAIIIFANAoqPfPHLmqRS0LVmzRq3Seubm5vdso+vFDvNmjXL72qhn2o8f/68LVmyxAVdFy5ccDNcmuXSehVNoVEQQAABBBBAAIFqFlCq1uOPP+4IFIQpVtq0aZN77+OnZ555xj766KOAKTTw0tbBwUFXSVNomj7TfcsTJ04EO7KAAAIIIIAAAghUu4DuDqoodUvx0o4dO9x7Hz8pZevzzz+3U6dOufWhgZemygYGBlxivW416v306dPdDvyDAAIIIIAAAgggYO6Dh8rp0u1E3Vr0tyBl4+MnJdVr1uvcuXOOLOPXSfT29lpra6tt377d5X8dPHgwSCbTVNrZs2fdAY4dO5bIfC+fBMcvFgIIIBBnAcaqOPcObUu6gL7tQfGQPoSoFC0t61Xltddec59o1B1ETWadPn3arQ8CL32FhKbFfFHkpvuTfmqsq6srSLT3mf2+Lq8IIIAAAggggEA1CIz+Cq7169fbqlWrrK+vzwVgPqleH0r0MVTqTFgQePmKo9FSK/ttYev8Nl4RQAABBBBAAIGkCoTFQPrQYdgHD8PqhuZ4JRWL60IAAQQQQAABBCopEMx4VbIRnBsBBMYnsGLFivHtQG0EEEAAgVgIEHhl6AYSVjPAsDoWAl9++WXotHYsGkcjyiaQ+m3YZTspJ0IAgaIECLyK4mNnBCojcOXKFfd8sMqcnbPGRWDhwoV26dIlmzRpktXV1cWlWbQDAQSyCBB4ZcFhEwJxFZg8eTIzXnHtnDK268iRI/bee++V8YycCgEEihUgub5YQfZHAAEEEEAAAQTyFCDwyhOKaggggAACCCCAQLEC3GrMIEhyfQYYViOAQKwEGKti1R00BoGcAsx45SSiAgIIIIAAAgggEI0AgVc0jhwFAQQQQAABBBDIKUDglZOICggggAACCCCAQDQCBF7ROHIUBBBAAAEEEEAgpwCBV04iKiCAAAIIIIAAAtEIFPWpxnXr1tmZM2eiaUnMjsInhWLWITQnTYBnNaZxVPUbxqqq7v7YX3wSx6p58+bZzp07C7YvKvAq5sQFt7gMO+r5ZxQE4izAsxrj3DvlaxtjVfmsOVNhAhqrVBoaGgo7QAL3Kirw8h5DQ0N29epV/3bCv+r5ZwMDA+75Z3fccceEvx4uIHkCPKsxeX1ayBUxVhWixj7lFkjqeKVnpE6dOnXcnJEEXoWceNwtLeMOev7Zu+++W8YzcioExifAsxrH55XU2oxVSe3ZZF0X41V6f5Jcn+7BOwQQQAABBBBAoGQCkcx4lax1FTwwCasVxOfUCCCQtwBjVd5UVEQgFgLMeMWiG2gEAggggAACCFSDAIFXNfQy14gAAggggAACsRAg8IpFN9AIBBBAAAEEEKgGAQKvauhlrhEBBBBAAAEEYiFAcn2GbiBhNQMMqxFAIFYCjFWx6g4ag0BOAWa8chJRAQEEEEAAAQQQiEaAwCsaR46CAAIIIIAAAgjkFCDwyklEBQQQQAABBBBAIBoBcryicayao7z44ovBtS5evNieffZZq62ttd7eXpszZ47NmjXLbf/jjz+sp6fHHnzwQfviiy+CfbTw0ksvWWtra9q6kZER27Jli73yyivBMdIq8AYBBBAYh4DGoA8//NDtUVdX58YcP+588skn9v777wdH0/jlS67xSmNVd3e3HT9+3PSQ8jfeeMPvyisCeQkQeOXFRCUvMDg4aDt27DANPnrq/Pfff2/ffPON/f3339bY2Oir2fDwsJ0+fdpefvllt/67775z255//vm0elp56dIle/vtt+333383bacggAACxQpoDLr//vvdmNLX12effvqpG6cUKGlsSi0av1T0x6TGsWzjlYIuFQVueqbvPffcM+YPSVeBfxDIIEDglQGG1eEC9fX19uijj7qNTz75pD300EOmvywzlbvvvtv08+uvv7oqft/U+pox27dvn7366qupq1lGAAEEihK477773HilcaepqcmmT5+edYYqn/Fq5cqVbpZfDXvhhRfcH5lFNZKdq06AHK+q6/JoL1i3EvWXZTFFgZd+KAgggECpBBRURVH8WKVZ/2+//dbdboziuByjegQIvKqnr0t+pRqI8i3KFdNPam5FvvtSDwEEEChWoNjxSjmpHR0dbka/2Lawf3UJEHhVV39HerW6xfjDDz+4qfzbb7/d5Xz5E+jWYthtRb9d+RH60fQ/BQEEECi1wFdffWVtbW3uNEq2//HHH4NTKlH+gQceCN6PXkgdrxSwKU/siSeeILdrNBTv8xIgxysvJip5AQVamqlSkv0vv/zifrRNn27cs2ePNTc3u6r//POPHT161O825jU1KPOfPtKxddyWlpa0TxyN2ZkVCCCAQB4CnZ2d7tOH+uDOXXfdFfxx+M4779jDDz/sPhykbUqZUM5qppI6Xn322Wd24MAB+/fff90ntrVNgRkFgXwFCLwySPEYjnAYBVu+PPLII25RVrfeeqsdO3bMfvvtN7cudZtWPPfcc0Fdt5Dyj3Iv/F+UWq0cCvxTgFhEIIsA/1fCcfTVNl1dXW6jxhT/VTfymjlzpvsjT3/0+W2pjtnGK2177LHHgpMyXgUULOQpQOCVJxTV/i/gA6pMHpm2Z0ts1cCVab9M52E9AgggkE0g17iSbXu28Urbsm3P1ia2ISABcrz4PUAAAQQQQAABBMokwIxXmaA5DQJRCqxYsSLKw3EsBBBAAIEyCRB4lQma0yAQpYCeGtDQ0BDlITnWBBTQI2soCCAwsQQIvCZWf9FaBJzAlStXrL+/H40qF1i4cKFLEr/55ptNX+lCQQCB+AsQeGXoo9RPuGSowmoEKiYwefJkZrwqph+fEx85csTa29tdgxiz4tMvtASBbAIk12fTYRsCCCCAAAIIIBChAIFXhJgcCgEEEEAAAQQQyCZA4JVNh20IIIAAAggggECEAgReEWJyKAQQQAABBBBAIJsAyfUZdEhUzQDDagQQiJUAY1WsuoPGIJBTgBmvnERUQAABBBBAAAEEohEg8IrGkaMggAACCCCAAAI5BQi8chJRAQEEEEAAAQQQiEagqByvdevW2ZkzZ6JpCUdBAIG8BXhWY95UVEQAgQoKJHGsmjdvnu3cubNg1aICr2JOXHCLy7Cjnn9GwmoZoDlFwQI8q7FgukTtyFiVqO5M5MVorFLh2bLXu7eowMsfZmhoyK5everfTvhXPf/s8uXLpuef3XbbbRP+eriA5AnwrMbk9WkhV8RYVYga+5RbIKnj1aRJk2zq1Knj5owk8CrkxONuaRl30PPP1q5dW8YzcioExifAsxrH55XU2oxVSe3ZZF0X41V6f5Jcn+7BOwQQQAABBBBAoGQCBF4lo+XACCCAAAIIIIBAugCBV7oH7xBAAAEEEEAAgZIJRJLjVbLWVfDAfKqxgvicGgEE8hZgrMqbiooIxEKAGa9YdAONQAABBBBAAIFqECDwqoZe5hoRQAABBBBAIBYCBF6x6AYagQACCCCAAALVIEDgVQ29zDUigAACCCCAQCwESK7P0A0krGaAYTUCCMRKgLEqVt1BYxDIKcCMV04iKiCAAAIIIIAAAtEI1GzdutVOnjyZdrRt27bZ7Nmz7dChQ+5Hz2Jsa2uzRYsWuXpaf+DAAZsxY4Z9/PHHVltbm7Y/bxBAAAEEEEAAgSQJLF26dMzl9PT0WH9/v+3fv9/FUoqLOjo60h4KrjhLZf369e61ZtmyZdbS0mLt7e22evVqmzt3rjU2NpoqHj582DZv3mxTpkyx3bt327Rp09xOCrw2bNhgX3/9tW3atMm2b9/u1vMPAggggAACCCCQRAHFPSpNTU3BhJWCLsVMnZ2dLi66ePGibdy40fbu3evqdnd3B3W9SY1mtlTq6+td0DV//nwbGRlxBxgeHg5ms3QQrVfxB9SyAjIKAggggAACCCCQZAHFR774ZU1SKehas2aN26T1zc3NbllBmWbEFLBt2bLF72qhyfXnz5+3JUuWuKDrwoUL9sEHH7gdtLM/mVYo6Fq5cmVwsCQtkLCapN7kWhBIrgBjVXL7liuLv4BStfxMmE/d0u1G3QnUzNeuXbusr68v7UJCAy/VGBwcdBU1haaD6rbiiRMngsBLtxvr6upswYIFaQfkDQIIIIAAAgggUC0Cujuo4lO3dCty+fLltm/fPlOOvOKpn3/+2aVwKc8rNPDSrNbAwIBLrFdCvd4r6PJFEdxff/1FbpcH4RUBBBBAAAEEqk5AHzzUzJZy4n3qlhDmzJkT5HadO3fOuSgwUwkNvLSht7fXWltbXXCl/K+DBw+6g5w6dcreeustdyvSZ/jrHiYFAQQQQAABBBCoJgFNTp09e9Z9CFEpWlr2qVqpqVmKo3xgFgRe+goJ3Vb0RRWU36VAS6Wrq8vlfCnBfvTXT/h9eEUAAQQQQAABBJIsMDoG0u3DVatWuVwufQuED7C8gWa/FGP5EgReoyv6CqkRm9bpO7tGr/N1eUUAAQQQQAABBJIsEBYDNTQ0pH13V+r1K25KjbGCwCu1EstmfFKI3wIEEJgIAoxVE6GXaCMC1wUIvK5bBEuKThcvXhy8ZwGBOAnccsstcWoObamgAGNVBfE5dU4Bxqpwohuu8edSuIyZewxAxo1sQKDCAprapiAgAX1RIwWBOAswXl3vHR6Sfd1izNKNN8IzBoUVsRDgdzMW3RCbRvD7EJuuoCEhAvx+pqP8Dz1EIyvNK/bGAAAAAElFTkSuQmCC)

Note - We use two DUT topology to cover Port channel interface related tests, other tests can be validated on single DUT.

**Test Gear Requirements:**

4 Traffic Generator Ports